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FTC Disclaimer

Software and workloads used in performance tests may have been optimized for performance only on Intel
MiCroprocessors.

Performance tests, such as SYSmark and MobileMark, are measured using specifierceyafarhs, components,
software, operations and functions. Any change to any of those factors may cause the results to vary. You should
consult other information and performance tests to assist you in fully evaluating your contemplated purchases,
including the performance of that product when combined with other prodeatsnore complete information visit
www.intel.com/benchmarks

Performance results are based on testing as of Dec@mt#18. The platorms under test use BIOS and Kernel
security patches available at the tirle. productor componentan be absolutely secuRlease refer to the test system
configuration inSectior8 Appendix:Test Environment Specification

FTC Optimization Notice

Optimization Notice: Intel's compilers and DPDK libraries may or may not optimize to the same degredritglnon
microprocessors for optimizatiortsat are not unique to Intel microprocessors. These optimizations include SSE2,
SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or
effectiveness of any optimization on microprocessors aotufactured by Intel. Microprocessdependent

optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel
microarchitecture are reserved for Intel microprocessors. Please refer to the Epptimdict User and Reference

Guides for more information regarding the specific instruction sets covered by this Notice.Revision #20110804.

The benchmark results may need to be revised as additional testing is conducted. The results deppetific the
platform configurations and workloads utilized in the testing, and may not be applicable to any particular user's
components, computer system or workloads. The results are not necessarily representative of other benchmarks and
other benchmark reks may show greater or lesser impact from mitigations.

'Mileage May Vary' Disclaimer

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software,
or configuration will affect actual performance.r@alt other sources of information to evaluate performance as you
consider your purchase. For more complete information about performance and benchmark results, visit
http://www.intel.com/benchmarks

Estimated Results Disclosure

Results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and
provided to you for informational purposes. Any differences in your system hardware, software or configuration may
affect your actual performance.

Dependencies Disclosure

Intel technologies may require enabled hardware, specific software, or services activation. Check with your system
manufacturer or retailer.

Trade mark Notice

Intel, Xeon,the Intel logo, and other Intedchnologies mentioned in this documents are trademarks of Intel
Corporation or its subsidiaries in the U.S. and/or other countries.

*Other names and brands may be claimed as the property of others.
Other Disclaimers

INFORMATION IN THIS DOCUMENT ISPROVIDED IN CONNECTION WITH INTEL PRODUCTS. NO
LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL PROPERTY
RIGHTS IS GRANTED BY THIS DOCUMENT. EXCEPT AS PROVIDED IN INTEL'S TERMS AND
CONDITIONS OF SALE FOR SUCH PRODUCTS, INTEL ASSI&#@ NO LIABILITY WHATSOEVER AND
INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO SALE AND/OR USE OF
INTEL PRODUCTS INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A
PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, GYRIGHT OR
OTHER INTELLECTUAL PROPERTY RIGHT
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Software data plane performance and efficiency are foundational properties of any NFV
and cloudnetworkingsystem design. They do not only impact network service

economics by dictating feasible service density per unit of compute, but can also be a key
enaler of new service architectures.

A good example is the clouthtive architecture based on distributed m&eovices, that
require meshed IP connectivity fecaledup inter-process communication and data
exchange. Those systems heavily rely on seraia@e software data plane fo2
switching,IP routing, load balancing and granulatiand policies used for securing all
application interactions.

Thus constructed servieeesh demands a fast software data plane to ensure immediacy
of serving external regeststhatin turnrely on the rapid communication between micro
services. Any indeterminism in data pldsehaviouresults in network impairments
(packet loss, increased latency) directly impacéfigiency ofnetwork transport

protocols andesponsienesof applications.

The purpose of thigechnicalpaper is tashow how the advancements in hatérver
processor technology and data plane softyakieve new levels of deterministic
performance. It buildapon data plane benchmarking, analysis teghas and tools
describedn [BASWDP]? andapplying them to the same sétsoftware applications
(DPDK, FD.io VPP, OVS_DPDK)The benchmarking is conducted serverdased on
the latesshippinggeneration ofntel” Xeon™ Scalable Processorsodenameékylake
SP), with testresultsand efficiency metricsomparedo the one obtainefllom the
previous generation dntel” Xeon’ E5 V4 family Processorscpdenamddroadwell)
The gains of the latest processor microarchitecuncetheir impact on data pkan
performance are quantified and explained

Note thathe same performance benchmarks haven been used apuhbiskeed in

[BASWDP]. However,considering thaDPDK and VPP softwareavemade major
improvements irthefunctionality and performangéhe athors have chosen to use the

newer versions of software for this papesrsion18.11, and B.10respectively.

Broadwell déa have been recollectesb that architecture comparison with SkyksSe

could be done with the same versions of the softviaraddition,BIOS and Kernel

patches were applied to the systems to protect against the security vulnerabilities such as
Gspectr® and deltdownO

Authors believe thahis Skylakebenchmarking and analysistafurther prove that used
testing andanalyss methodologyenables an effective comparison of software data plane

2 [BASWDP] OBenchmarking and Analysis of Software Data PlanesO,
M.Konstantynowicz, P.Lu, S.M.Shah, December 20t@s://fd.io/wp
content/ufoads/sites/34/2018/01/performance_analysis_sw_data planes_dec21 2017.pd

f.
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applications and their performance across different processor gener@atighermore it
shows that suterabit NFV services based on natsgftwaredataplane are possible.

L1 2&)(30#3+4% ()5 (%0
The paper is organized as follaws

Section 2Benchmarkindgvethodologydescribepacket patlandlogical testtopology;
(re-)introduceghe main benchmarking metrjdaghlights the main differencelsetween
the two tested versions of Intel” Xeon™ processors ($&ie vs. Broadwell), and
explairs the physical environment setupluding configurations and offered packet
loads

Section 3Resultsand Analysisprovides a summary of measuremeatslfirst analysis of
resultsand benchmarking comparisons between Skylake and Broadwell processor
versions

Section 4Top-down Microarchitecturé\nalysis(TMA) appliesintelOs Toplown
Microarchitecture Analysito assessing processor usage efficiency and bottlenecks
during the benchmarkagainwith comparison between Skylake and Broadwsaticesso
versions

Section 5Conclusionsummarizeshe findingsand highlights the focus areas for future
work.

Section 6 Acknowledgements

Section’/. ReferenceBsts materials and publications either referred to in the paper or
directly relevant to the content.

Section8. Appendix:Test Environment Specificatiomcludesspecification of
benchmarked hardware and software components.
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Data plane packet patlenchmarked in this papmsridentical to the one used
[BASWDRH. It consists of alata planéNetwork Function KIF) application running on a
baremetalcompute hostprocessing and forwarding packets between the physical
interfacedocatedon the Network Interface Cards (NICsgeFigure 1. TestedNF
application is running ikinux usermode, taking direct control of the NIC devices, with
minimal involvement of Linux kernel inada plane operation.

Compute Node Data Plane
Operation Types
Linux pplice ._ Network Functions
Kernel 2 v
{_User-Space }
Linux-Host Device I/0 Memory Copy
NIC,| — |NIC, EEE— NIC| —
10GbE interfaces Link Rx/Tx
40GbE interfaces
Packet Traffic Generator Test Packet Tx/Rx

Figure 1. BaselineNF data plane benchmarking topology.

Data plangerformances benchmarked idifferent hardware configurations
characterize performance spagulin scaledup multithread and mukcoresetup

Presented baseline setup has two main functional parts, i) driving the physical network
interface (physical device l/@evice I/O memory copyand ii) packet processing

(network functions). Both parts are prese majority of deployments, hence their
performance and efficiency can be used as a baseline benchmarking reference. Other
more complex NF designs involve adding virtual network interfagesigl 1/0O memory

copy) and more network functions, providingher composite functionalityut at the

same time using more compute resources. In other words, the baseline NF benchmarking
data described in this paper can be treated as an upper ceiling of NF application
capabilities.

1,1 :0$%*)k

A short recap ofhe basic NFdata plandoenchmarking metricgsed in this paper
follows. For more complete description BASWDP].

1,111 27$7+-;7#8..;*)1$*&HH

Performance oflata planenetworkapplicationds associated withompute efficiency
metrics using two main equatiobsding cycles per packet and packet throughput.

= !
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A singledataplanecentricprogram executioefficiency metrids proposedor
benchmarking\F data plane packet processidgcyclegpacket(CPB:

$9%8%(), $./)01%-2/) | $%&K)

IIIII
STy *+%, (- )-01%-.2/

Equationl. #cycles/packetGPP) as function o#instructions/packetPP) and
#cycles/instructionlPC).

Following isa formula binding th@acket throughpuind CPP metri

I'< E0CB@

*+9%, (- 4*02%().)./6 4 BD e

*+0%,(- 4502165*1- B*) 9#

Equation2. Packet throughputas function of #cycles/packet and CPU frequency

CPP representsF applicaton programexecution efficiencyor a specific set of packet
processing operationshe first contributor to CPP, InstructioRerPacket, usually

remairs constant for a givedataplane function. However, any major change in the code
execution path, suds handling different protocols differently, can alter this metric. The
other contributor, CycleRBerInstruction, can greatly vary depending on the processor
architecture and operations performed. For example Ciaelhstruction can go high if

an appication is memory latency bound or I/O bound. If CPP remains the same, packet
throughput would vary linearly with the frequen&pllowing sections show hothe

CPP metric can be put to effective use for comparing network workload performance
across diffeentNF applicationspacket processing scenaresd compute platforms.

1,1, >&3.($0+20/&(%)0¢

[BASWDP] describes all main compute resources critical to performance of NF data
plane applicationsAt the top levefour maincomputeresourcesnatter

1)! Processor ad CPU coresbfor performing packet processing operations.

2)! Memory bandwidth Bfor moving packet and lookup data, packet processing code.
3)! I/0 bandwidth Bfor moving packets to/from NIC interfaces.

4)! Inter -socketbandwidth Bfor handling intersocket operatias.

Figure 2 andFigure 3 depictthesecompute resources with associgpetsiformance
counterpointsin logical diagram®f two-socket server based on Intel” Xeon”
Broadwell andSkylakerespectively
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Figure 2. Main compute resources in tvgocket server with Intel” Xeon™ Broadwell

Processors.
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Figure 3. Main compute resources in tvgocket server witmtel” Xeon™ Scalable

Processors
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Intel" Xeon" Skylake processors introducathumber of advancements benefiting
performance of NF data plane applications, summarized below in comparlstsl to
Xeon” Broadwell processots

1)! Processor and CPU cores
al Fronend: higher throughput instruction decoder, increased freto &wide.
b.! Fronend: larger and improved branch predictor

c.! BackendL1 Data cache load bandwidth increased from 64Byte/cycle to
128B/c, and store bandwidth increased from 32B/c to 64 Byte/c

d.! Backenddeeper load/store buffers, improved prefetcher

el Backend deeperout-of-order execution window to hide memory latency
f.I Backendimproved scheduler and execution engine

g.! Backend:CorelL2 cache increased from 256K to 1MB per core.

h.! Backend:L3 cache (Last Level Cachsige isdecreased from 2.5 MB to 1.375
MB per coreLLC is now nor-inclusive.

i.I Uncore topology change from ring to-X meshfor improved
communicatiorefficiency acrosaup to 28cores LastLevel Cacheslicesand
IO Blocks

2)! Memory bandwidth B~50% increase in memory bandwidth due to 1) memory
channels arencreasedrom four to six 2) support for higher speed memory from
DDR4-2400 to DDR42666.

3)! I/0 bandwidth Bincreased 1/O scalabilifyom 40to 48 lanes of PCle Gen
addition 10 blocks are rarchitected fodelivering up to 50+%igher aggregate 1/0
bandwidth

4)! Inter -socketbandwidth Bincreased from 2 QPI tap to3 UPI interfacesSpeed
increased from 9.6 G&nsactions to 10.4 GT/ger UPI interface

Listed processarCPU coreand bandwidtielated improvements in the Skylake
architecturgesultin better IPQinstructionspercycle) ratioand improved generation to
generation packet processing throughput for the benchmarked workloads. Although these
workloads do not consume excessive memory bandwidth, improvements in the memory
architecture indectly contribute to higher performance due to better memory latencies
under concurrent memory traffic.

One of the biggest improvementghgincrease of network 1/0 bandwidth through,
greatly increasing achievable network packet forwarding rate to BB er socket.

3 OThe New Intel” Xeon" Scalable Processor (formerly Skyle&e)OAkhilesh Kumar
https://www.hotchips.org/wgontent/uploads/hc archives/hc29/HC292@&sday
Pub/HC29.22.9%erverPub/HC29.22.93XeonSkylakesp-Kumarintel.pdf

-ﬁio 10
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Although per processor sockstwork 1/O increase, shown Figure 4, has been verified
in Cisco lab, it is not the focus of this paper.

T8,+ TBCG+*.b09FB9aX)C.%B*+.\="M:]
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Figure 4. Increase of PCle packet forwarding rate on Intel” Xeon™ Skylake processors.

Following sectionslescribe measured performance and efficiency improvements
betweerintel” Xeon™ Broadwell and Skylake based serverstésted NF data plane
applications, quantifying the impact of mieaochitecture changes.

4 3min video clip,"FD.io: A Universal Teralb Network

Dataplane"https://www.youtube.com/watch?v=alLJOXLeV3\(¥tel does not control or audit
third-party data. You should review this content, consult other sources, and confirm whether referenced data are

accurate.)
- .io
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Networkdata planepplicationdbenchmarked for this paper are the same as the ones
used iN[BASWDP]. The same sourceftware code versions got used, compiled to
respective Intel” Xeon™ processor micr@architectures

Tested applicationand benchmarked configuratioae listed in increasing level of

packet processing complexity Trable 1.

Application

Application Type

Benchmarked Configuration

Name

EEMBC
CoreMark"®

7, DPDK Testpm8i DPDK example

DPDK L3Fwd

FD.io VPP

FD.io VPP

n OVS-DPDK®

FD.io VPP

DPDK example
NF application

NF application
NF application

NF application

Compute benchmark Runs computations in L1 core cachiat

a data plane applicationgsed here as a
reference for compute efficiency

Baseline L2 packet looping, poitd-
point.

Baseline IPv4 forwarding, /8 entries.

vSwitch with L2 port patchpoint-to-
point crossconnect

vSwitch MAC learning and switching.

vSwitch with L2 port crosgonnect,
point-to-point.

vSwitch with IPv4 routing, /32 entries.

Tablel. NF data planeapplications benchmarked in this paper.

First benchmark is chosen to compare pure compute performance #gaiast of

benchmarks having I/O as well.

Benchmarks 2. and 3. cover basic packet processing operations covering both I/O and
compute aspects of the system. The packet processing functionalities increase with each
benchmark order, and so do compute requirements.

Last four beohmarks, listed a4. to 7. cover performance @tvirtual switch, one of the
most important ingrediestn NF infrastructure. Virtual switch applications are tested in

5> EEMBC CoreMark- http://www.eembc.org/index.php

6 DPDK testpmd http://dpdk.org/doc/guides/testpmd_app_ug/index.html

" FDio VPPDFast Data |0 packet processing platform, docs:
https://wik.fd.io/view/VPP, code:https://qit.fd.io/vpp/

8 OVS-DPDK - https://software.intel.com/ems/articles/opewswitch-with-dpdk

overview.

-::aio
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L2 switching and IPv4 routing configurations, covering both different implementations
and various packet swlting scenarios.

1,@ 11 BO/$HD*%&H30H#S
S 96&'()*+,00,/1 -

All benchmarkingof x86 server withntel” Xeon™ Skylake processdras been
conducted using simple twenode topology witlserverSystem Under Test node and
Ixia” Packet Traffic Generator node. Physitzdt topology ishownin Figure 5.

"# ( X I X X X ] (X X X J X ]
LU EEEEE N S =E=mES

%&'()*+, %&'()*+$
"% +])&- "X +])&-
0&.1+2%$34 0&.1+2%$34

|a® ()*+%,-.&)//o*-1%2%&),3&

Figure 5. PhysicalTestTopology.

"#1 | 23453@£78)194+:)/74

Server withintel” Xeon™ Gold 6152(formerly known as Skylak&P)skuhas been
chosen for performing the tests and comparison kvied” Xeon™ Broadwell (E5
2699W) tests described Il BASWDP].

ldx Core Frequency Core Densit Intel” Xeon” Processor Model
2.10 GHz 22C Xeon Gotl 6152 30.2%B 140W

Table2. Benchmarkederver processor specification

The choice of the Skylak@ocessor modelas based on the similarities in the core
count, frequency, and TDP range with-B#09v4 (22 C, 2.2 GHz, 1¥%).

All applicationsrun inusermode on Linux.

The exact compute server specifications in terms of used Hafdavat®perating
System® have been provided Bection8. Appendix:Test Environment Specification

9 HardwarebSupermicro” server with Intel” Xeon™ processors and Intel” NICs X710
DA4 4p10GE.

10 Operating Syster®Linux 18.04 LTS (kernel version 4.153B-generic).

-:.:aio 13
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NF applicationsO data planestsachmarked while running on a single physical CPU
core, followed by multcore tests to measure performance spgedhen adding CPU
core resources. In ord® stay within the knowRCle Slotlimits of the system,
following multi-coreandmulti-10GbE port combinations have been chosen.

4).5'&1#$136!75819#&: () (*19'&L:'(:
............. LI S 106#& (1) (*

3106H&
+ %~ /&0 1#&O24/*

IH$%& ()*+,-.,-11) 0
"I4$-123+,4"50,2/6376+89: 0

;llll’_.,"7(<:’>6/”$>/99&<(

B;AS!"I#,-.,>6/"$>/99&<(
™ 4"50,C/D(89:

Table3. Benchmark test variations for listed software applications.

Similarly to configuration used iI[BASWDP], two main network 1/0O bottlenecks drove
above choices are: i) B8 Mpps 10GDbE linerate for 64B Ethernet frames, aneBi).8
Mpps frameforwardingrate limit perused NICcards (Intel” X710 -DA4 4p10GE). PCI
Gen3 x8and x16slotsO bandwidth has not been identified as a bottleneck in any of the
benchmarks reported in this paper.

All tests are executedithout and withhardwareSymmetric MultiThreading! using
Intel” HyperThreading with consistent mappings tfreadgo physical cores to 10GbE
ports.

All testsareexecutd usingCPU cores located onsingle sockeaindusingsingle
NUMA node resources

"1 A+88)*- 3734+ H7<-=88343<->}+<

Ixia” 2 packet traffic generator was used for all tests. Purpose developed aoitotestti
tools usedxia Python API for controlling the traffic generator and to ensure consistent
execution across multiple test iterations.

Similarly to[BASWDP], configurednetworkl/O packet load fotheL2 testinvolved
3,125 distinct (source, destination) MAC flows generated per intedacehighest scale
of 50,000 flows forl6 of 10GbE interfaces.dth IPv4 test involved 62,500 distinct
(source, destination) IPv4 flows per interfagad highest scale {000,000 IPv4 flows.
All flows were configured with 64BytEthernet.2 frame size.

11 Symmetric MultiThreading (SMTPhardwarebased parallel execution of
independent threads to better utilize miarchitecture resources of CPU core.

12 Other names and brands may be claimed as the property of others.
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Details of packet traffic generator configuration have been providgdation8.
Appendix:Test Environment Specification
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Following tablesshowthetest results for benchmarkétF applications including all
identified highlevel performance and efficiency metricsThroughput#packes/sec
[Mppd, i) #instructiongpacket(IPP), iii) #instructiongcycle(IPC) and i) resulting
#cyclegpacket(CPB. EEMBC CoreMark benchmark results are listed for comparison
of CPU core usage metrics, more specificéllystructions/cycleAll r esultsare

presented in the same was afBASWDP]. However this time the focus is on
comparingintel” Xeon™ Skylake vs. Broadwelerformance and efficiency metrics.

All benchmarkedNF applications focus on packet header processiagceall
benchmarks were conded with smallest possibletiernetframe sizg64B) in order to
stresscompute resourcemndtheir interactionsBenchmaks were ruronasingle
physical corewith Intel HyperThreading disabled (marked asHT) and enabled
(marked a#1T) to demonstrate the key performance and efficiency differences.

Summary esults for tested procesdatel” Xeon™ Skylake Gold 6152.1 GHz (Table
4) are compared with procesdatel” Xeon™ BroadwellE5-2699v4 2.2 GHZTableb5),
with relative changebetween the twol{able6).

R 0%(-1<%3;1+| @0#51(;$10] @0#51(;310] @%$4%."5+
=>335? A3'$)"1 A$4$." A3'$)"1
"*0$'1"*+2+3%450$".+$-("+601%+18#-9: | 91 [#9: | 9 [#9: [ 9 [#9: | o
I"HSU&H )*$+&,-. $(,"(1%/0#$123 | 4566] 7589 =& | & | <59=| 85=o] & | :&
>/>? @A$B,CDE(F<(F""C 9=5d 9659 H< | 68 | <578| <5G4 8H | 89
>/>? @F8IJE(K/.=(I"#J&HE-:L 8<58| 8H5d 78= | 789 | <543 <5=d G9 | 99
M//(F<(/&NO(#'BB@""::$N, <854| <H57] <<8 | <<= | <5=9| <566| 67 | P9
M//(F<(%Q!(0J-,NO-:L H58| 659 | 966 | G==| <58P| <567| <98 | <<7
RMO@>/>?(F<(#'BB@!"::$N, P5<| 7456] 986 | 944 | 75H9 <596| <6< | 768
M/I(KI.=(*"S,-:L 7<5H 7=5H =<9 | =8H | <596| 8546 7G=| 7=<
21" HS%8H |SHOSN":E (#1545 NS( SU@BN"#$(-:(, OSHSI$HSNS(N": 1-LS#&,-": T(UI@<G66.=\}

Table4. Benchmark measuremerms Intel” Xeon™ Skylake Gold-6152 2.1 GHz.

06(-<>%3<1| :0#51(<$10-4 ;0#51(<$10-4  ;$4$."5+

I"H$96&()"+,-().* 2@335A | =39)'1 =$4$." | =39)"1

["*0$'1"*+2+3%450$" +$-("+601%+{8#-9: | 9: |#9: | 91 |#9: | 9 [#9: | o
I"H#$%68&H# ¥+ &, - $(,"(1%/0(#$123 | 4566] 4577| 89& | 89&| :5;7 | 757;| 89&| 89&
</<=>7$@,ABC(D:(D""A 5E | FE57] EE | EG | 45E6| :57F| ;G | 7E
</<=>D7HIC(/.;(H"#I&#C-8K L5E| 7M54 47E | 47E | 45| 5L | LG | M4
N//(D: (/& OP (i#' @ @>!"88$0, 4G57 :757 | :6E | :4E | 45E7| ;576 | 44; | G;
N/(D:(%Q!(0l-,0P-8K LsL | G54 FEF| M6F| :56F | :5F6 | :EM | :;:
RNO></<=(D:(i#"@@>0"88$0, L57 | 4654| F7L | Fa7 | 45LE| :57F | 764 | :4E
N//(31.;(*'S,-8K 445E| 475F| ;4F | ;am | :5:7 | :5FF| 4EM] 4m7

21" #9684 $#0$0 "8 C (#$1$#$8 0 B((BE@D"#$(-8(, PSHS1$#$BO$(0"81-KSH#&, -"8 T(UF>MGG.
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Table5. Benchmark measurememts Intel” Xeon™ BroadwellE5-2699v4 2.2 GHz.

06(-=>%3=1| :0#51(=$10-4 ;0#51(=$10-4 :$4$."5+

PASHE) 0. ?@335A | <39)1 <$4$." <3%)'1

["*0$'1"*+2+3%450$" +$-("+601%+{8#-9: | 9: |#9: | 91 |#9: | 9 [#9: | o
I"#06&H (" S+ &, - $(,"(1%6/0(#$123 | 456 | 56 | 78&| 78&| 96 | :6 | 78&| 78&
/,<4=$>?@A(BC(B""? CC6| C6 | 4D6| E6 | 5F6 | 5C6 | 4aCCH 4D6
/;<4B:GHA(I/.9(G"#HE&H#A-7J 5K6 | K6 | 46 | 46 | 5F6 | L6 | 45F6| 45M6
N//(BC(/& OP(1#">>41"77$0, 5.6 | C56 | D6 | :6 | :96 | :M6 | 4CMd 4C56
N//(BC(%Q!(0H-,0P-7J F6 | 96 | c6 | K6 | 5K6 | 5K6 | 4556( 4L6
RNO4;/;<(BC(1#">>41"77$0, 456 | F6 | M6 | 46 | 96 | 5M6| 4:6 | 45CH
N//(1.9(*'S,-7J F6 | 5M6| C6 | E6 | 5K6 | C56 | 45C6| 45:6

21" H$06&H | $H0$0" T AHSLSHST OS((@EERHS(-7(, PSHSI$H#$70$(0"71-ISH#&,-"TT(UEACKLL.9

Table6. Intel” Xeon™ Skylake Goldb152 2.1 GHperformance and other statistics
relative tolntel” Xeon™ BroadwellE5-2699v4 2.2 GHz.

Top-level observations comparirtgenchmark measurements of Skylake vs. Broadwell

¥ ThroughputPPS) PPSgainimprovements range fro@ito 22% for noHTand2
to 21% for HT cases. Even though Skylake is runramgpwer frequencythan
Broadwell(100 Mhz or ~5%)PPS is consistently high due to better IPC for all
workloads.However,OVS-DPDK showssmall negative delta indicatiranly a
minimal improvement at less or aroutie level ofprocessor correquency
difference DPDK-Testpmd with HT exhibits minimal improvement as the
performance is reaching 4x10Ebne rate limit (595 Mpps).

¥ #Instructions/packeiPP, Lower is bettér This metric is indirectly calculated
from PPS, andfinstrudions/cyclemetric mentioned belowAs expectedPP
remainsthe same fomoHT mode, small decrease for HYote that negative value
means Skylake executes less instructions per packet.

¥ #Instructionfcycle (IPC): IPC ismeasured frorproaessors@erformance
monitoring counterand is indicative of execution efficiency of an architecture
This metricimproved from4% to 34% due to number of microarckiture

enhancements such has better frontend design, increased load/store bandwidth,

efficient execution engines, and larger L2 ca¢S-DPDK exhibits smallest
IPC gainas compared to other workloads.

¥ #Cycles/packet(CPP lower is better)This metric is calculated fromme
throughput and the core frequencimiiarly to throughpufas t is a dependent
variable), reductioimprovements range froR22%% to-3% for noHT setup, and
-21% to-7% for HT setup mainly resulting from improved #instructions/cycle
metric. Two workloads show very small improvements obscured by ~5%
frequency diffeence i) DPDK-Testpmdandii) OVS-DPDK.

-ﬁio 17



arar] :
CIsCO @
@,!,1 E*%$H7 .</*#F

Here are the initiabbservation®f measuredbaselingperformame and efficiency
metrics with special attention paid to the changes between tested Broadwell and Skylake
processors

H'S'I"E 27(:49%)/7@348%*A3:

Instructionsper-Packetmetric (IPP) depends on theumber and type qfacket

processing operatiomsquiredto realize a specifinetworkfunction (or set of network
functions) and how optimdy they areprogrammedThe simpler the function, the

smaller number of instructions per pack&his can be clearly seenkigure 6, where
simpleapplications/configurations show much lower instruction count compared to MAC
switching or IPv4 routing

ST;@12=KC2?8@1U,>CL0O2V ;@12=KC278@>CL02
'%%
*((
*0%&,
wo0h &g — &)
OM=8>5:0NN60&.$*))<(6 @8P/ &' &)
— &"# &%%

89%% o M=8>5:0NN60&.$*))<(6P/ ] —

#l
HLQN>LO6R8N56*'&$66@ 3P/ (& (" ($&(_

R0

040,
(%% OHLQN>LO6R8N56*"&$66P/
#%%

g0 871 55 3%(
$%%

“aa Ml

+,+-/01234567$  +,+-.7#9:56;,<( B,67$6,>2CD6E=811. B,,67$6FGE  IBH.++-67$6E=811. B,,6;,<(6J8K2?@A
7883 98=:> 5’7@A E8@@0C2 H:?2CD?@A E8@@0C2

Figure 6. Number of instructions per packetr benchmarked applications

From above benchmark resutise can glean thaumber of instructions per packidtes
notreally depend on processoricroarchitectureDue to the fact that all applications rely
on polling of packets, some small variationnstructionsper-packet is expected.

#'$"1M1 27(:49%)/7@348*,3 -

InstructionsperCycle (PC) is usually the firsefficiency metricto analyseThe most
common underlying reasdrehindthe low value(i.e. below 2)s CPU core waiting for
the data from variougvels of cache or system memoiihis especially applies to
memory and I/O intensive programs liké data planeasseen for some applications
running innoHT setup, as seamFigure 7.
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Figure 7. Number of instructions per core clock cyfde benchmarked applications.

From all benchmarked workloadSpreMark scoreghe highest IPC a3.44 with HT

(2.54 with noHT) on Skylake as expectedrhe closest to CoreMark \&8PP IPv4

Routing with IPC scores 08.09 (2.59), with theoretical maximum beirgper figure

The higher IPC indicates that the software do aggressive prefetching to bring data into
L1/L2 caches keeping ieady forfurther processingrhis relative scoring is very much
aligned with what was observed on Broadwell per [performance_analysis_bdx_paper].

Comparing IPC results dbkylake vs. Broadwell processpiBC increased for all
applicationsbut the gairlevels vary:

¥ Coremark 3% with HT (~ 4% with noHT).
¥l DPDK applications9% . .12% (18%).

¥ OVS-DPDK: 10% (4%).
¥

VPP configuratiors: 16% .. 30% (16% .. 34%) - best gailmmong benchmarked
applications.

#'$"1"# 6",3( @3484*A3:

Cyclesper-Packetmetric(CPB is thedirect measure of time spdny compute machine
in processing a packetlearlysoftware optimizatiotechniqus has been applied to all

NF applicationgested as all of them measure good CPP val@#P results for Skylake
and Broadwell processors aregented ifrigure 8.
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Figure 8. Number of core clock cycles per padketbenchmarked applications.

ComparingCPPresults orSkylake vs. BroadwetestedprocessorsCPPdecreasefbr
all applications, but theeductionlevels vary:

¥ DPDK applications:10% .. -7% (-22% ..-18%).
¥ OVSDPDK:-12% (-3%).

¥ VPP configurations:21% .. -9% (-20% .. -11%) - bestreductionamong
benchmarked applications.

#'$""B %+*A3@34@8*/7<-.&4/91809:-

Measuredgracket throughput valugslpps] areinversely proportionaio reported CPP
values, therefore the same observations noted for CPP equally appiRdsarks for
tested Skylake and Broadwell processors are presenfagiire 9.
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Figure 9. Packet Throughput Rater benchmarked applicationgith a single core

Reported packet throughput [Mp&lues are measured directly usir@g™ traffic
generatarComparingpacket throughputesults orSkylake vs. Broadwetkested
processorgdespite bit lower core frequency (2.1GHz vs. 2.2GHz respectively,
throughput increaseir all applications, buthte gainlevels vary:

¥l DPDK applications2% .. 6% (16% ..22%).
¥ OVS-DPDK: 8% (-1%).

¥ VPP configurations4% .. 21% (8% .. 19%) - best gain among benchmarked
applications.

#'$"1"C D)ABIT+,90)/7( -

From reported performance data and the initial observations, it is clear that all tested NF
applications gained performance by running on Skylake processor compared to
Broadwell. The amount of gain variesnsiderablyand based on the datas clear tha

FD.io VPP configurations excelled in all measured and derived performance and
efficiency metricsFD.io VPP configurations consume significant processing power
processing packethereforebenefiting morefrom improvements in processor compute
microarchtecture.
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One expects performance to proportionally scgl®r downwith processor core

frequency. Howevethis may not apply to processors with different miarohitectures,

as the gains of micrarchitecture enhancements may exceed gains/losses due to
frequency change. And this is exactly what the packet throughput comparison between
Skylake processdntel” Xeon™ Skylake Gold 6152.1 GHzand Broadwell processor
Intel” Xeon” E5 -2699v4 2.2 GHzhows inFigure 10.

26;836 0-D. +513E*) JBE6I5IG6++8I641 -51)I=I5E3( ) *+I<*+K I +ADLI/+D*+-4+
'L) SA5HINIO+) ANIP) 1896 " Q#e#" " SPRSI5) STQ2AUUI PS4 #IPRS
"'$!

=1 A)R3W" 5E"+-8aID) "+
g1 == R3WHSE*+-844)
..... <+KI+ADLII =59 " PRSI HAPRSK

O*, -*.  /0/13+456780:# /0/12:;<=8>07% CO0V:#0-50E  COOI:#), F(  HCG/0/13:#  CO0H0?%i1)J5iAB
)6 QF=-'8IAB  ()42()AA+DS G=i5DEIAB ()42 PA+DS

Figure 10. Paclet throughput speedup with core frequedegrease.

In all cases gains of processor miarchitecture enhancements from Broadwell to
Skylake cover for a small frequency decrease (2.1GHz / 2.2GHz = 0.95), with biggest
gains observed for VPP with up to Q@ 2peedup.

#'$"#" ?7:3,-F'03@&43+<)71

Theperformance change betweeggerThread and noilyperThread setupkighly
depends on the characteristics of the programs running on each Higeae 11 shows
the noHFto-HT speedup for benchmarked applications.
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Figure 11. Packet throughpwtpeedupwith Intel HypefThreading

Interestingly, HThoHT throughput speedup is similar between Skylake and Broadwell
for all tested applications, except the DRDEstpmdcase, where throughput is throttled
by 4x10GbE link rate of 59.Mpps.

In all cases HT/noHT speedup is within 1.2 .. 1.4 range.

Relative gairwith HyperThreadingnabled HT/noHT ratio)varies for different
workloads anatan be explained for each processor architecture as follows

¥ Broadwell:Single thread performaneath noHT is lowerdue toBackendatency
bound and Himode reoveis some ofthat performanceéoy better hiding the
Backend latency.

¥ Skylake:Single thread performance betterthan on Broadwelllue to Backend
architecture improvemengdSkylakeFrontend architecturenhancements
improve packethroughputeven furthein HT mode

@, \F E(%$60%+=#A</*/

Further analysis gberformancdest result@nd associatecbllected hardware
performance countedata require@eeper understanding wiodern processdzPU
micro-architecture and welldefinedinterpretatiorapproach foanalysingundetying
compute resource utilization and hotsdotsting program execution performance

A good overview description @honitoring countergheir usageas well as list of
performance monitoring tools with usage examplepereided i[BASWDP]. They
equdly apply to tested Skylake processors.

Further analysis for Skylake processors is provided with Inteldboyn Micro
architecturéAnalysisin the next section.
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Intel Top-down Microarchitecture Balysis® (TMA) has beerdeveloped and

successfully applietb address the problemalysing and optimizing applications'
performanceavithout having to knowncreasing processor microarchitecture complexities
and huge volunmseof measurement data produced by performance fbofsdown
Microarchitecture Analysis aims to simplify performance analysis and eliminate any
Oguess workO from analysing performance counters.

For more details of how TMA applies to NF benchmarking pleafsz to[BASWDP].

Intel” Xeon™ Skylake processors further extended performance monitoring unit (PMU)
counters coverage and increased their accuracy making TMA accurate for Intel Hyper
Threading scenarié$

F,1 B:=+?20/(;$/+7# ¥#$0%.%0$ 7$*&#

Graphical summargeof TMA measurement®r NF applications benchmarked on Intel”
Xeon~ Skylake processorbhas been provided figure 12 (HT) andFigure 14 (noHT),
and for visual comparison on Broadwell processors ifFigure 13 (HT) andFigure 15
(noHT) Figurel14.

13 Top-down Microarchitecture Analysis through Linux perf and toplev tda&ifa: C++
Meetup, 14 March 2018
http://www.cs.technion.ac.il/~erangi/TMA_using_Linux_perf _Ahmad_Yasin.pdf

1 Inside 6thGeneration Intel Core: New Micaochitecture Cod&lamed Skylake2017
IEEE, https://ieeexplore.ieee.org/document/7924286/
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Figure 12. TMA Levell Metrics: Xeon Skylake with HT.

Figure 13. TMA Levell Metrics: Xeon Broadwell with HT
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Figure 14. TMA Levell Metrics: Xeon Skylake withaiHT. Figure 15. TMA Levell Metrics: Xeon Broadwell witmoHT.
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Table9. Intel” Xeon™ Skylake Gold 6152 2.1 GHz TMAM Lexeetrics
incremental(+)/decremental( change fronintel” Xeon™ E5 -2699v4 2.2 GHz.

Comparing TMA Levell Skylake vs. Broadwell, specifically fanore performantT
scenariaas it uses the processartiwarein optimal manner for workloads tested

1.! %Retiring: reflectsthe ratio of core pipeline slots th€©ps are successfully
executed and retired, relative to the maximum posdildéer value is bétr. Higher

value of metric results in higher IPRote that gain in this metric means reduction in

one ormore TMAM-L1 metrics.

al CoreMark:Both Skylakeand Broadwelhttains very high %Retiring ratio
(~73% ..~75%) and achievelaout19 points gainwith HT vs. noHT

b.! DPDK applicationsThis metric isup to~11 points betterfor Skylake.
However, having better value does netessarilyesult inproportional
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packet processing ratas busy polling operation may artificially make this
metric better whout doing meaningful work.

c.! OVS-DPDK: This metric is marginally better on Skylake indicating only a
marginal improvement in performance.

d.! VPP configurationsThis metricis 17 poins higherfor L2 CrossConnectand
13 points higher for IPv4 Routingjelding 2% and 10% higher throughput
respectively Thesemajorgainscome from the reduction #Backendbound
metric(-13 and-3 points respectivelydue toa number of Skylak&ackend
improvementsncluding increasgé L1 bandwidth, deeper load/store farf
and larger L2 cache caching lamgaitingtable.

2.! %Bad_Speculation:representghe ratio of corgipeline slots prdetching and
executing noruseful operationdpwer value is better

This metric remains almost the same for both the architectaressaaliworkloads.

3. %Frontend_Bound: captureghe ratioof corepipeline slotdhe Frontendfails to
suppy the pipeline at full capacitywhile there are nBackend stalldower value is
better

This metric is improved in Skylake for all the workloads running in HT mode.
Skylakemicroarchitecturérontendenhancementsuch as higher throughput
instruction decoder and improved branch predictakethis metric better

al! CoreMark: Skylakédas this metc reduced bynore tharb points,improving
%Retiring metric.

b.! DPDK applicationsMetric lower by~5 points due to Frontend
improvements.

c.! OVS-DPDK: Metric lower by 11 points due to Frontend improvements.

d.! VPP configurationsMetric lower by4 to 6 points due to Frontend
improvements.

4. %Backend_Bound: represents the ratio of copgeline slotghe! Ops are not
delivered from Op queue to the pipeline due to Backend being out of resources to
accept themlower valueis better

This metric for Skylakeshows improvements backend improvementsafiotases on
networking workloads with exception of OM3PDK with HT.

al CoreMark: Skylake has this metigincreased by 4 points indicating that
with frontend getting more efficient, the bottleneck has shiftdshckend
from the Broadwell architecture.

b.! DPDK applications: Metric lower by ® ~8 points.
c.! OVS-DPDK: Metric higher by 3 points

d.! VPP configurations: Metric lower b¥to 14 points due to a large number of
Backend improvements.
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There isno doubt thasoftware data plane performance and efficiency are foundational
properties underpinning any NFV and cloud networking system design. High
performance communication matters, especially in the emerging se#ledd scaledp
cloud-native micreservices deployments. Benchmarking and analysing this performance
is the key to only understanding and comparing the key performance and efficiency
metrics. But equally important is identifying the next set of hotspots in the
hardware/software stack imaethodical and consistent manner, and providing feedback
to the industry anthvolve communities to address them. And then verifying progress by
re-running the benchmarks.

Continuing from[BASWDP], this paper applied the same benchmarking and analysis
metlodology to the same set of software applications on newer Intel Xeon Skylake
processors, to compare performance and efficiency, and to quantify the gains of the
Skylake processor architecture improvements.

Presented and discussed benchmarking data patthat in addition to increasing per
processor 1/O throughput from 160 Gbps to 300 Gbps, number of other Skylake processor
improvements across Frontend, Backend, Uncore blocks result in substantial software
execution efficiency gains and higher data plperformance.

These gains are significant for multiple reasons. The main generic one is that software
native data planes naturally and inherently benefit from the "Moore's law", gaining from
every processor generation providing higher density of logesg&8enchmark data

shows that! But digging deeper, one finds that this increased gate capacity is distributed
across a number of processor blocks, not only increasing the raw compute execution
engine capacity, but also addressing bottlenecks in tbedan pre-processing (Frontend
processing), oubf-order parallel execution (Backend processing) and storage units
(Backend cache hierarchy). And thanks to increased market demand for SDN and NFV
applications, also increasing I/O bandwidth capacity, direethebting networking and
packet processing designs.

Identifying bottlenecks in a complex hardware/software stack is not easy due to a sheer
volume of technologies involved, depth of the stack and very tight timing constraints
often preventing the tools fwovide a good view of the actual rtime behaviour. This
paper, together with its pigequel, proves that Intel TMA (Tegown Microarchitecture
Analysis) method combined with Intel PMU technology addresseshhlenge

yielding reliable data. Authorsf this paper found TMA and associated toals.(
pmu_tool$®) an extremely useful for understanding the behaviour, performance and
efficiency of benchmarked software data plane applications, validating TMA
applicability in the SDN/NFV space. Furthermof®JA did also provide a good insight
into the runtime workings of the processor architecture itself and its blocks, enabling
fairly straightforward interpretation of retime processor hardware performance data
collected during benchmarks and correlatimgse measurements to what is expected,
guantifying the impact of processor and CPU core hardware improvements.

15 Linux PMU-tools, https://github.com/andikleen/prtaols
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Authors hope that technical community with vested interest in SDN/NFV/Elatide

network technologies find this paper of interest. They willlélghted to get any

feedback about if and how this work benefits the real world designs and applications, and
what should be added to become more relevant to the actual SDN/NF\4Giovel
networking designs and deployments. Authors do have planséauzl paper/report
addressing mulcore scaledip scenarios and adding virtual interfaces (e.g. virtio/vhost
user for VMs, FD.io memif for Containers) involving memory copy operations. It is also
authors' desire to continue the benchmarking comparisomefver versions of both

software data plane applications and processors, as they become available.
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Mother Board

Intel” Purdy Customer reference bah

Processor Intel” Xeon™ Gold 6152 Dual Socket configuration

Memory DDR4-2666, 1 DIMM per channel, 6hannels for each sock

BIOS Version PLYDCRB1.86B.0155.R08.1806130588/13/2018
Microcode 0x200004d

Network Cards X710-DA4 quad 10 Gbe Port cardsgards total

8AM 2C(3/2*D$0/7*</(3*@$0*</(3/0*,99&) % E@BYME*H/#$G*CL@II*

?#63.@7/FRO#S(*

Linux OS Distribution

Ubuntu B.04.1 LTS x86_64

Kernel Version

4.15.036-generic

Fortville firmware version

fw 6.0.48442 api 1.7 nvm 6.01 0x80003484 1.1747.0

DPDK Version DPDKv18.11
VPP Version v18.1Grelease
QEMU version 2111

OVS version 2101

Guest OS and kernel

Ubuntu 16.04.1 LTS x86_64
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Menu (Advanced) BIOS Submenu Items BIOS BIOS
Settings Default
Used for
the tests
CPU Configuration: HyperThreading (ALL) Disable Enable
Socket Configuratior> Advanced SpeedStefPstates) Disable Enable
Power Management Configuratien
CPU P State Control
Turbo Mode Disable Enable
Energy Efficient Turbo Disable Enable
Socket Configuratior> Advanced Hardware PStates Disable Native Mode
Power Management Configuratien
Hardware PM State Control
Socket Configuratior> Advanced Autonomous Core GState Disable Enable
PowerManagement Configuratios
CPU C State Control
CPU C6 Report Disable Enable
Enhanced Halt State (C1E) Enable Enable
Socket Configuratior> Advanced Package C State <Co0/C1 Auto
Power Management Configuratien state>
Package C State Control
Socket Configuratior> Advanced Energy Perf BIAS> Power <BIOS <0OS Controls
Power Management Configuratien Performance Tuning Controls EPB>
CPUDBAdvanced PM Tuning EPB>
Energy Perf BIAS> Performance| Balanced
ENERGY_PERF_BIAS_CFG Performance
mode
Socket Configuratior> 110 PCleASPM Disable Enable
Configuration
Intel VT for Directed 1/O (VFd) Disable Enable
Socket Configuratior> UPI Link LO P Disable Enable
Configuration
Link L1 Disable Enable
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Socket Configuratior> Memory Enforce POR Disable Auto
Configuration
Memory Map-> IMC 2-way Auto
Interleaving Interleave

8AR ?C(3/2*D$0/7*</(PF$3/&G*H/HBB@0./&KL*I&@36#72-"#$6)1'7 @3)#S$

Mother Board SuperMicro” X10DRX

Processor Intel” Xeon™ E5-2699v4 Dual Socket configuration
Memory DDR4-2400, 1 DIMM per channel, @hannels for each sock
BIOS Version 3.0a,02/08/2018 Microcode:0x200004d

Network Cards X710-DA4 quad 10 Gbe Port cardsgards total

8Al 2C(3/2*D$0/7*</(3*@$0*</(3/0*, 99B)B@F $3/&G*H/HBB*@0./&&
2#63.@7/*NIT()#S(

Linux OS Distribution Ubuntu 18.04.1 LTS x86 64

Kernel Version 4.15.036-generic

Fortville firmware version fw 6.0.48442 api 1.7 nvm 6.01 0x80003484 1.1747.0
DPDK Version DPDKv18.11

VPP Version v18.1Grelease

QEMU version 2111

OVS version 2101

Guest OS and kernel Ubuntu 16.04.1 LTS x86 64

*
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CPU Configuration:
Advanced Power
Management
Configuration

HyperThreading (ALL)

Enable

Power Technology

Custom

Energy Performance Tuning

Enable

Energy Performance BIAS Setting

Enable

Energy Efficient Turbo

Enable

-> CPU P State Control

EIST (RStates)

Enable

Turbo Mode

Enable

P-State Coordination

HW_ALL

-> CPU C State Control

Package C State Limit

[Cc6

CPU C3 Report

Enable

CPU C6 Report

Enable

Enhanced Halt State (C1E)

Enable

Chipset Configuration:
North Bridge-> IO
Configuration

EV DFX Features

Disable

Intel VT for Directed 1/O (VFd)

Enable

Chipset-> North Bridge
-> QPI Configuration

Link LO P

Enable

Link L1

Enable

COD Enable

Auto

Early Snoop

Auto

(Retention)]
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Isoc Mode Disable
-> North Bridge- Enforce POR Auto
>Memory Configuration
Memory Frequency Auto
DRAM RAPL Baseline Auto
A7 Mode Enable
-> South Bridge EHCI Handoff Auto
USB3.0 Support Enable
PCle/PCI/PnP ASPM Enable
Configuration
Onboard LAN 1 OPROM PXE

8AL J@%-/3*<7@66)%*S/FTBBHIT @3)#$*

Traffic Generator Ixia” Traffic G enerator

Throughput Test Ixia” Quick Test: throughput rate search for finding zero -frame loss
packet throughput in compliance with RFC 2544

Search algorithm Binary search.

Starting condition 100% of link rate.

Stopping condition Search finds the0.01% loss ratpacket throughput and exceeds

minimum rate change value.

Number of test trials per | 8.
each search step

Test trial duration 20 seconds.
Allowed packet loss <0.01%
Minimum rate change 0.1 Mpps.
value

Ixia packet flow definitions

All L2 Ethernet tests 3,125 distinct flows transmitted per interface.
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All L3 IPv4 tests

Common to all tests

(intel

Each distinct flow with unique tuple of (Source_ MAC_Address,
Destination_MAC_Address).

62,500 distinct flows transmitted per interface.

Eachdistinctflow with unique tuple of (Source_IPv4_Address,
Destination_ IPv4_Address).

Both packet header source and destination address fields increment
pairwise by 1 in a packdty-packet sequence.

Continuous packet flows akéd rate, with packets equally spaced in
time, no bursts.

Single Ethernet frame size of 64B including Ethernet FCS, smallest
standard Ethernet frame possible with IPv4 payload.
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